Applied Linear Algebra
Instructor: Jodin Morey = moreyjc@umn.edu

2.3 Span and Linear Independence

i k
Definition: Let V1,...,V be elements of a vector space V. A sum the form ¢\ V1 + c2Va +...+¢, Vi = D | ¢;Vi, where the

coefficients ci,...,c; are any scalars, is known as a linear combination of the elements V1, ..., V. Their span is the subset
W = span{Vi,...,Vi} < V consisting of all possible linear combinations with scalars cy,...,c; € R.

Proposition: The span W = span{V1,...,V;} of any finite collection of vector space elements V1,...,V; € Vis a subspace of
the underlying vector space V.

Proof: Recall W = span{¥\,....Vn} = {c1V1+...4caVn | ¢; € R}.
a) 0 e w

Setci = ¢y =...= ¢, = 0. Then,

V1 +oootCn Vo = 0.
b) Closed under addition?

=
Let @, b € W. Then, there exist constants a;, b; such that:

Therefore: @+ b = (a1 +b1) V1 +... +(dm + b))V € W.
c¢) Closed under scalar multiplication?
Ifd =a\ Vi +...+amvmand k € R,
kd = (ka))V1 +...+(kan)V., € W. |
Linear Independence and Dependence

Definition: The vector space elements V1, ...,V € V are called linearly dependent if there exists scalars c1, ..., c, not all zero,
—
such that ¢; V| +...+¢c; v = 0. Elements that are not linearly dependent are called linearly independent.

0 IfVi,...,Vnare linearly dependent, it doesn’t mean every V; can be written as a combination of the others.



It implies at least one V; can.

1 7
Example: 0O Ll 2 [,] 0 | 10
3 0
TV 1+ 5V, +0V3 = Vs However, V3 can’t be written in terms of the others.
Thm: Let V1,..., v € R" and let A™* = (¥, ... V) be the corresponding matrix whose columns are the given vectors.

- - n . . . . ¢ -
¢ Vectors vy,..., vV, € R" are linearly dependent iff there is a nonzero solution ¢ # 0 to the homogeneous A¢ = 0.

— —
¢ Vectors are linearly independent iff the only solution to the homogeneous system A€ = 0 is the trivial one, ¢ = 0.

— —
¢ Vector b lies in the span of V1, ...,V iff the linear system A€ = b is compatible, i.e., has at least one solution.

We prove the first statement, leaving the other two as exercises for you.

Proof: The condition that V1, ...,V be linearly dependent is that there exists a nonzero vector

T =(c1,cay...,c0)" # 0 such that ¢,V +...+¢cx Vs = 0.

But recall that AC = ¢V +...+ci V.

Therefore, linear dependence requires the existence of a nontrivial solution to A€ = 0. |
Lemma: Any collection of k£ > n vectors in R” is linearly dependent.

Proposition: A set of k£ vectors in R” is linearly independent iff the corresponding # x k& matrix A has rank £.

In particular, this requires £ < n.

Proposition: A collection of k vectors spans R” iff their n x k£ matrix has rank n. In particular, this requires & > n.

Determining dependence of Vi, ...,V
Dependent Independent
¢ atleast one is a linear ¢ No V; is combination of others
combination of the others ¢ The only relation is the trivial one:
. . . —_ — d
¢ there exists at least one nontrivial 0vy+...40v,, = 0.

—_
"linear relation": ¢,V +...4¢puVm = 0.

Examples:



Two vectors in R” are linearly...

¢ Dependent if they’re || (one is multiple of other)

¢ Independent if not ||.

For three (or more) vectors, need more than parallel criteria.

¢ None of V1,V2, V3 may be parallel to the others,

but vectors may still be dependent.

¢ Criteria is whether one is linear combination of other two.

0 2
Example: Are | 0 |,| 1 |[,| 1 independent?
3 5

Method 1: Look for possible relations:

0 2 0
ci| 0 +cal 1 +e3|l 1 = 0
3 5 0
From first coordinate, ¢3 must be 0. Second coordinate, ¢, must be 0.

Only relation is trivial = independent.

00 2
Method 2: 011 c2 =
235

Method 3: Compare vectors to check for dependent system.

First vector dependent? One vector can’t be dependent.

/b

\~

Third coordinate, ¢; = 0.



Ensure second vector not multiple of first.

Now check if third vector is a linear combination of the first two.

0 2
x| 0 |+yl 1 = 1 |, obviously not (first component).
3 5
1] 2 ] 2]
Example: Show that the vectors V| = 5 | Vy = .t V3 = : are linearly independent.
1 1 -1
1 -2 2
: .. 0 3 2
The corresponding 4 x 3 matrix is: A = 5 11
1 1 -1
Must show this has rank 3.
122 ] [ 12 2 ]
0 3 -2 0 3 2 Th ot boints impl K3
- - = ree pivot points imply rank 3.
0 3 3 0 0 -1 P P Py
0 3 3 0 0 O
1 1 0
. . o > L S U T
Which of the following vectors are in their span? b, = 5 | by, = o I bs = o I 0=
1 0 0
] [ 2] [ 2 ]
. . 0 3 2 .
Keep in mind, the span consists of sums ¢ 5 + 2 . +c3 . , for any choice of ¢; € R.
1 1 -1

=
So the zero vector 0 can be satisfied when the ¢; = 0.

S O O O




For the others, you can attempt to solve the system: ¢

1 =2 2
0 3 -2
2 -1 1
11—l
12 2
0 3 -2
Tl o0 0 1
00 0
110
010 |
"l oo
000 |
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S = O O

S = O O
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Observe that b, has no solution due to the last row.

According to this result, b 1 can be formed by:

And indeed: 1

—_ N O =

+1

+1

—_— N = =

Similarly, &5 can be formed by: 07 + 17 + 173 =

+ C)

—_ N O =
W

|
o
)
|
-1, -
3 2
+
1 |
| -1

11 0 1
10 1 0
020 | | o
0 -1 0 0
93 2 ||
3 3
1 |
0 0
Lo
3 1
2 1
10

= 171 + 172 + 173.

+ C3

S = O O

S O = O

—_— N R =

1 O
0 1
-2 -1
1 0
1 -
3
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0
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Suppose (a,b,c,d) lies in the span of V{,7,,73. What conditions must a, b, c,d satisfy?

1 -2 2 a 1 -2 2 | a
0 3 -2 b 0 3 =2 b
Since ki + ko + k3 = , we must solve |
2 -1 1 c 2 -1 1 | ¢
1 1 -1 d 1 1 -1 | d
12 2 a ]
3 2 b

0 -3 3¢c-3b-06a
0 0 -3d+3c-3a

oS O o =

The last row implies that ¢ = a + d.

That is the only requirement on the a, b, c,d.

However, you can subsequently determine the requirements on the unique solution determined by this vector:
The 3rd row givesus k3 = b+a—d.

The 2nd row gives us 3k, —2ks = b = 3ka —2(b+a—-d) = b

or ks =b+%a—%d.

Lastly, from the first row we have: ky =2k + ks = a = k1 —=2(b+ 2a—-2d) + (b+a-d) = a

= ki =4a+b-1d

Therefore, every vector (a,b,c,d) such that ¢ = a + d, lies in the span, and specifically:

(a,b,c,d) = kiVi+kVa+ksVs = (Fa+b-1d)Vi+ (b+ 2a-2d)Vo+ (b+a-d)Vs.



