Applied Linear Algebra
Instructor: Jodin Morey = moreyjc@umn.edu

2.1 Real Vector Spaces

Vector: mathematical object consisting of direction & magnitude. 0
Terminal
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A vector, notated vV, v, or PQ, is often drawn as an arrow starting at

initial point P (tail), and ending at terminal point Q (tip,head).
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Magnitude: length of arrow.
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We sometimes write V = (2, 1) to mean (2,1). But (2, 1) refers to any

vector with same magnitude/direction located anywhere in R?.

Zero Vector: 0 or 6, has length 0. Only vector with no (or any) direction.
In 2D (similarly in 3D), if tail of 7 is at the origin, then tip has coordinates (a1, a>).
These are the components of @. We write @ = (a1,a,).

A vector space is a set V equipped with two operations:
Vector Addition (Triangle Law): adding any pair of vectors E’,Z) € V produces another vector @ + be v,

If @,b are positioned with tail of b at tip of a,then @ + b is from tail of a to tip of b.

Geometric: Triangle & Parallelogram

Scalar Multiplication: multiplying a vector V € V' by a scalar ¢ € R produces a vector ¢V € V.
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v = c(vi,v2) = {cvi,cva)
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These are subject to the following axioms, valid for all %, v, w € V and all scalars ¢,d € R.

Commutativity of Addition: Vv + W = W+ 7V
Associativity of Addition: 7+ (V + W) = (W + V) + w.

Additive Identity: There is a zero element 0 € Vsatisfyingv +0 =v = 0 + v.

Additive inverse: ForeachV e V, there is an element —v € ¥ such that ¥ + (<=¥) = 0 = (=%) + 7.
Distributivity: (c + d)V = (¢V) + (dV), and ¢(V + W) = (cV) + (cW).
Associativity of Scalar Multiplication: c(dV) = (cd)7V.

Unit for Scalar Multiplication: the scalar 1 € R satisfies 1V = V.

Vector spaces are not limited to literal vectors! Example: polynomials of degree 3 or less.

P3(x) = ao + a1x + axx* + asx3, forreal a;.

A vector space, or more generally a linear space is a set of objects with a reasonable sense of addition and scalar
multiplication.

Polynomial spaces satisfy vector space properties:

GiVel’lpl,pz,p3 n P3.



D1 +p2=p2+pi

¢p1+(P2+p3) = (P1+p2)+ps

‘p1+020+p1=p1

¢p1+(p1)=(Cp1)+p1 =0

¢ (c+k)p1 = cp1 + kp,, for any real ¢, k; and k(p| + p2) = kp1 + kp», for any real k

¢ c(kp1) = (ck)p:

¢1(p1) =pi

The following are elementary consequences of the vector space axioms:

¢ 0V =0,

¢ DV = 7,
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¢ If ¢ = 0, then eitherc = 0 or ¥ = 0.

Function Spaces (Linear Spaces of Functions)

Let F' = { all real valued functions on R }; includes all polynomials, trig functions, exponentials, etc...

Observe for f,g in F, we have: (f + g)(x) = f(x) + g(x) and <Cf> (x) = C(f(X))

The properties of a linear space follow since these functions are real valued.

What is the neutral element? z(x)

Linear Space of m x n Matrices

b 00
Example: 2 x 2 matrices. Matrices like |: . J :| with neutral element |: 0 0 :| and multiplicative identity element
c
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Infinite Dimensional Linear Spaces (&4
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R, space of vectors v = (a1,az,as,...), where a; in R.

Polynomials: P(x) = ao + ai1x + ax* +...+a,x", where a; in R, and ALL nin {0,1,2,...}.

Verify that they satisfy the axioms.



